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Abstract—In this paper, we investigate transmission techniques
for a fundamental cooperative cognitive radio network, i.e., a
cognitive radio system where a Secondary user may act as
relay for messages sent by the Primary user, hence offering
performance improvement of Primary user transmissions, while
at the same time obtaining more transmission opportunities for
its own transmissions. Specifically, we examine the possibility of
improving the overall system performance by employing network
coding techniques. The objective is to achieve this while affecting
Primary user transmissions only positively, namely: 1) avoid
network coding operations at the Primary transmitter, hence
avoiding increase of its storage requirements and keeping its
complexity low, 2) keep the order of packets received by the
Primary receiver the same as in the non cooperative case and
3) induce packet service times that are stochastically smaller
than the packet service times induced in the non-cooperative
case. A network coding algorithm is investigated in terms of
achieved throughput region and it is shown to enlarge Secondary
user throughput as compared to the case where the Secondary
transmitter acts as a simple relay, while leaving the Primary user
stability region unaffected. A notable feature of this algorithm
is that it operates without knowledge of channel and packet
arrival rate statistics. We further present a second network
coding algorithm which increases the throughput region of the
system under certain conditions on system parameters; however,
the latter algorithm requires knowledge of channel and packet
arrival rate statistics.

Index Terms—Cognitive radio, Network coding, cooperative
cognitive networks, Primary User, Secondary User, throughput
region.

I. INTRODUCTION

Cognitive radio networks (CRNs) received considerable at-
tention due to their potential for improving spectral efficiency
[2]. The main idea behind CRNs is to allow unlicensed users,
known as Secondary users, to identify spatially or tempo-
rally available spectrum and gain access to the underutilized
shared spectrum, while maintaining limited interference to the
licensed user, also known as Primary user.

Initial designs of CRNs assumed that no interaction between
Primary and Secondary users exists (see [3] and the references
therein). Of particular interest are the works of [4], [5] which
addressed the problem of optimal spectrum assignment to
multiple Secondary users and presented resource allocation
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algorithms based on either the knowledge of Primary user
transmissions obtained from perfect spectrum sensing mecha-
nisms [4] or from a probabilistic maximum collision constraint
with the Primary Users [5]. Furthermore, in this framework,
an opportunistic scheduling policy was suggested in [6], which
offered maximization of throughput utility for the Secondary
users while providing guarantees on the number of collisions
with the Primary user, as well.

By allowing cooperation between Primary and Secondary
users in CRNs, cooperative CRNs have emerged. Coopera-
tive CRNs have gained attention due to their potential of
providing benefits for both types of users. Specifically, by
allowing Secondary users to relay Primary user transmissions,
the channel between the Secondary transmitter and Primary
receiver is exploited, improving the effective transmission rate
of the Primary channel which as a result becomes idle more
often, hence providing more transmission opportunities to the
Secondary users.

Due to their advantages cooperative CRNs have been stud-
ied in several research works. From an information theo-
retic perspective, cooperation between Secondary and Primary
users at the Physical layer has been investigated in [7].
Advanced PHY-layer transmission techniques for cooperative
CRNs have been presented in [8], [9]. Specifically, employing
non-orthogonal multiple access (NOMA) techniques based on
successive interference cancellation (SIC), PHY-layer trans-
mission protocols were proposed, which exploit the merits of
cooperation for both Primary and Secondary users.

Of particular interest are the works which conduct queuing
theoretic analysis and transmission protocol design for coop-
erative CRNs [10]–[15]. A cooperation transmission protocol
for CRNs where the Secondary user acts as a relay for
Primary user transmissions was initially presented in [10],
where the benefits of such cooperation for both types of users
were investigated. In [11], cooperative CRNs with multiple
Secondary users were investigated and advanced relaying
techniques which involved advanced Physical layer coding
between Primary and Secondary transmissions were suggested.
Stationary transmission policies that allow simultaneous Pri-
mary and Secondary user transmissions were designed and
optimized in [12], in terms of stable throughput region.
Cooperation transmission policies which take into account
the available power resources at the Secondary transmitter
in order for the latter to decide whether to cooperate or not,
have been presented in [13], [14]; in these works cooperation
between Primary and Secondary users is treated in an abstract
manner (when cooperation takes place, transmission success
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probability is improved) without addressing in detail how
this cooperation is effected. Moreover, a cooperative CRNs
with an extra dedicated relay was investigated in [15] and
the maximum Secondary user throughput for this setup was
determined. It should be noted that the implementation of all
these transmission algorithms for cooperative CRNs requires
the modification of certain Primary User’s parameters (such
as Primary transmitted power, transmitted codewords, order
of Primary transmitter packets received by Primary receiver)
as compared to the non-cooperative case, in order for the
cooperation between Primary and Secondary users to take
place.

Network coding is a well known transmission technique
that has been applied in CRNs as a means for enhancing
the throughput of both Primary and Secondary users (see
[16] and the references therein). However, only recently, the
application of network coding between Primary and Secondary
users packets has been proposed in [17]. While this technique
has the potential to achieve capacity, the implementation
presented in [17] leaves room for improvement since it misses
a number of opportunities for transmitting network coded
packets. Furthermore, the algorithm presented in [17] is frame
based which implies that a) detailed knowledge of channel
statistics is required to implement the algorithm, and b) the
service times and delay characteristics of Primary user packets
may be negatively affected as compared to the non-cooperative
case.

In the current work we examine the possibility of employing
efficient network coding techniques between Primary and
Secondary users’ packets to further improve the performance
of cooperative CRNs. We propose a network coding algorithm
that not only enhances the throughput region of Primary and
Secondary users, but strictly improves the service times of
the Primary user packets as well. In addition, the proposed
transmission algorithm does not require any knowledge of sta-
tistical parameters for its operation. Furthermore, we present
a modification of this algorithm that enhances the throughput
region of the system, however, requires knowledge of channel
statistics for its operation. Specifically, the contribution of the
paper can be summarized as follows:
• We propose an algorithm that implements network coding

in the cooperative cognitive radio network and study its
performance in terms of Primary-Secondary throughput
region. This setup imposes the requirement that the
Primary transmitter implementation complexity is min-
imally affected, i.e., no network coding operations are
imposed on the Primary transmitter. Moreover, the order
of Primary channel packet reception is required to remain
unaltered, while the service times of Primary packets
must be improved compared to the case when no coopera-
tion takes place. Under the aforementioned requirements,
the proposed algorithm allows the Secondary transmitter
to either act as relay for Primary transmitter packets or
transmit network-coded packets (which enable the simul-
taneous reception by both the Primary and Secondary
receivers). Employing queuing theory, the performance
of the presented algorithm is evaluated and its throughput
region is derived in closed form. A notable feature of the

algorithm is that the only requirement for its operation is
knowledge that the channel from Secondary transmitter to
Primary receiver is better than the channel from Primary
transmitter to Primary receiver.

• We examine the possibility whether it is possible to fur-
ther increase the throughput region of the system by em-
ploying more sophisticated network coding techniques.
To this end, we present a generalization of the proposed
algorithm and show that significant improvements are
observed for certain values of channel statistics. However,
the implementation of this algorithm requires knowledge
of channel statistics, as well as the arrival rate of Primary
transmitter packets.

The remainder of the paper is organized as follows. Section
II presents the system model. In Section III, two baseline
algorithms are described, which will be used for comparison
purposes. Section IV describes a transmission algorithm that
is based on network coding. In Section V we present a
generalization of the algorithm proposed in Section IV and
show that it improves throughput region in certain cases.
Numerical and simulation results are illustrated in Section VI,
and, finally, concluding remarks are provided in Section VII.

II. SYSTEM MODEL

We consider the four-node cognitive radio system model
depicted in Figure 1. The system consists of two (transmitter,
receiver) pairs (1,3), (2,4). Pair (1,3) - odd numbers- represents
the primary channel. Node 1 is the primary transmitter who is
the licensed owner of the channel and transmits whenever it
has data to send to primary receiver, node 3. On the other hand,
node 2 is the secondary transmitter; this node does not have
any licensed spectrum and seeks transmission opportunities
on the primary channel in order to deliver data to secondary
receiver, node 4.
• Time and unit of transmission model. We consider the

time-slotted model, where time slot t = 0, 1, ... corre-
sponds to time interval [t, t+1); t and t+1 are called the
“beginning” and “end” of slot t respectively. Information
transmission consists of fixed size bits of packets whose
transmission takes unit time. At the beginning of time slot
t, a random number A1(t) of packets arrive at node 1 with
destination node 3, thereafter called packets of session
(1, 3). These packets are stored in an infinite-size queue
Q1. We assume that the random variables

{
A1 (t)

}∞
t=0

are independent and identically distributed (i.i.d.) with
mean λ1 = E

[
A1(t)

]
. Node 2 has an infinite number of

packets destined to node 4, stored in queue Q2, thereafter
called packets of session (2, 4). The latter assumption
amounts to assuming that node 2 is overloaded and is
made in order to simplify and clarify the presentation;
with an apparent modification the algorithms presented
still work and the results hold when packet arrive at node
2 randomly (see Appendix B).

• Channel Model. We consider the wireless broadcast
channel, i.e., that transmissions by node i, i ∈ {1, 2}
may be heard by the rest of the nodes. We adopt the
broadcast erasure channel model which efficiently models
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communication at the MAC layer. In this channel model,
a transmission by node i, i ∈ {1, 2}, may either be
received correctly by or erased at each of the other
nodes. Specifically, we make the following assumptions
regarding the channel.

– Erasure events. We assume that reception/erasure
events are independent across time slots, however,
we allow for the possibility that they are dependent
within a given time slot. Specifically, for a node i ∈
{1, 2}, let

{
Zij(t)

}∞
t=1

with j ∈ Ni, N1 = {2, 3, 4}
and N2 = {3, 4}, be random variables denoting
erasure events, taking values 1 (a packet transmitted
by node i is received by node j) and 0 (a packet
transmitted by node i is erased at node j). We assume
that the set of random variables

{
Zij(t)

}
j∈Ni, i∈{1,2}

are independent for t = 0, 1, ...; however, for given t,
we allow for arbitrary dependence between the ran-
dom variables in this set. We denote by εiS , S ⊆ Ni
the probability that a packet transmitted by node i is
erased at all nodes in set S. For simplicity we omit
the brackets when denoting specific sets in εiS . For
example, ε123 is the probability that a transmission by
node 1 is erased at nodes 2, 3; the transmission may
either be received correctly or erased at node 4. In
the following, we assume that εiS < 1.

– Transmission scheduling. We assume that simulta-
neous transmission of packets by both transmitters
results in loss of both packets; hence, for useful
transfer of information, only one of the transmitters
must be scheduled to transmit at any given time.

– Channel feedback. Upon reception or erasure of a
packet, a node sends respectively positive (ACK)
or negative (NACK) acknowledgment on a separate
channel, which is heard by the rest of the nodes.

– Channel sensing. We assume that the Secondary
transmitter can sense whether the Primary transmitter
is sending a packet on the channel.

A main requirement in this setup is that node 2 transmissions
must either have no negative effect, or effect positively node
1 transmissions. In the simplest case this can be achieved if
transmitter 2 sends data to receiver 4 only when transmitter
1 is idle. In this case, nodes 1 and 3 are effectively unaware
of transmissions that take place between the secondary pair
(2,4). However, if the erasure probability from node 2 to node
3 is smaller than the one from node 1 to node 3, i.e., ε23 <
ε13, the possibility arises for improving the performance of
both the primary and the secondary channel by cooperation.
Specifically, node 2 may store packets sent by node 1 and
erased at node 3 and then act as a relay to transfer these packets
to node 3. Since ε23 < ε13, this transfer will take shorter time.
As a result the throughput and packet delays for session (1,3)
will improve and at the same time, as long as λ1 is not very
high, node 1 will be idle for a longer time and the throughput
of packets for session (2,4) will also increase.

In this work we examine the possibility of improving further
the throughput of packets of session (2,4) by allowing network
coded transmissions by node 2. We propose a network coding

Fig. 1. The system model under consideration.

based algorithm according to which node 2 may transmit ap-
propriate combinations of packets destined to nodes 3, 4 which
result in increased throughput of packets of session (2,4).
However, since node 1 is the owner of the communication
channel, in order to ensure that session (1,3) transmissions are
only positively affected, we impose the following requirements
on the design of coding algorithms.

Algorithm Design Requirements
1) No coding operations takes place at transmitter node 1.

Node 1 transmits its own packets based on the feedback
received by nodes 2, 3, 4, but does not receive/process
any of the packets transmitted by node 2.

2) The order of packet transmission of session (1,3) must
be the same as in the case where no cooperation takes
place.

3) The service time of each packet of session (1,3) (i.e.
the time interval between the time the packet is at the
head of the queue on node 1 and the time the packet is
successfully received by node 3) must be “smaller” than
the service time this packet would have if no cooperation
took place. Specifically, we require that if Sncl (Scl )
are the service times of the lth packet of session (1,3)
when no cooperation (cooperation) takes place, then Scl
is stochastically smaller than Sncl , that is,

Pr (Scl ≥ x) ≤ Pr (Sncl ≥ x) , for all x ∈ [0,∞).

An algorithm that satisfies all three requirements stated above
will be called “admissible”.

Requirements 2 and 3 above are imposed by the need
to avoid negative effects on the performance of primary
session (1,3) which has priority. It may seem at first that
these restrictions may result in missing coding opportunities
and therefore reduce the achievable throughput region of
the system. However, in our recent work [18] where the
information theoretic capacity of the system without imposing
the restrictions of the items 2 and 3 was investigated, it was
shown that the restrictions of the items 2 and 3 do not result
in any loss system throughput.

A. Definitions and Preliminary Results

In the rest of this paper, for any storage element X we
denote by X(t) the number of packets in this element at time
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Fig. 2. The time-slotted model of a generic queue.

t.
A sequence of non-negative random variables {Y (t)}∞t=0

is stable if it converges in distribution to a proper random
variable, i.e, limt→∞ Pr (Y (t) > M) = f(M) for all M ≥ 0,
and limM→∞ f (M) = 0.

One objective of the performance analysis of the algorithms
to be presented in the next sections is to determine the set of
arrival rates λ1 for which the number of primary session (1,3)
packets in the system at time t, denoted by QS1 (t)1, is stable. It
will be seen that under the admissible algorithms discussed in
this paper, QS1 (t) = Q1(t) + F2(t) where F2(t) is a random
variable taking values in {0, 1} and denotes the number of
session (1,3) packets that may be located at node 2. Also,
QS1 (t) can be seen as the queue size of a discrete time queue
where packets have independent identically distributed (i.i.d.)
service times with general distribution with mean S̄1. Discrete
time queues of this type have been studied in [19] where it is
shown that QS1 (t) is stable when

0 ≤ λ1 < µ1, (1)

where µ1 = 1
S̄1

.
Moreover, the average length of the busy and idle periods

of QS1 (t) are given respectively by,

B̄1 =
λ1/µ1

(1− λ1/µ1) (1− q0)
, (2)

Ī1 =
1

(1− q0)
, (3)

where q0 = 1− Pr (A1(t) = 0).
Let Ri(t), i = 1, 2 be the number of packets of session

(i, i + 2) received by node i + 2 during time slot t. The
throughput ri of session (i, i+ 2), i = 1, 2 is defined as

ri = lim
t→∞

1

t

t−1∑
τ=0

Ri(τ). (4)

It will be seen that for the algorithms discussed in this paper
the limit in (4) exists.

The objective of the algorithms presented in the next section
is to evaluate the maximum rate r2 of session (2,4) packets that
can be obtained for given λ1 satisfying condition (1); under the
latter condition, it is well known that it holds, λ1 = r1. The
closure of the set of pairs (r1, r2) that can be obtained under
an algorithm is called “throughput region” of the algorithm
and is denoted by R.

Next we present a generic queuing system that will be used
for the performance analysis of the algorithms to be described
in the next sections. Consider the slotted time system, depicted

1That is a virtual queue that contains all the session (1,3) packets that exist
in the system (located at either the Primary or Secondary transmitters).

in Figure 2, with the following structure. There are random
time instants Tn, n = 1, 2, ... forming a renewal process, i.e.,
Gn = Tn+1 − Tn ≥ 1 are i.i.d. with finite expectation. A
random number Hn of the slots in the time interval [Tn, Tn+1)
are available for transmitting the packets that are in the queue
when this interval starts; the rest of the slots are not available.
Also, in the time interval [Tn, Tn+1) a random number An of
packets arrives at the queue at various times; these packets are
stored in an infinite size queue and can be served at or after
slot Tn. The lth arriving packet needs a random number Sl of
the available slots in order to be transmitted successfully. The
random variables {An}∞n=1 , {Hn}∞n=1 , {Sl}

∞
l=1 are i.i.d.,

and independent of each other, with finite expectations. Let
r be the throughput of packets served by this queue. Using
arguments similar to those in [20, Section 2] it can be shown
that

If E [A1] ≤ E [H2]

E [S1]
, then r =

E [A1]

E [G1]
. (5)

If E [A1] >
E [H2]

E [S1]
, then r =

E [H2]

E [G1]E [S1]
. (6)

A special case of this system is the discrete time queue in [19]
which is obtained by setting Tn = n, Gn = 1, and Hn = 1.

III. BASELINE ALGORITHMS

In this section we describe two baseline algorithms. The
first involves no cooperation while in the second the secondary
transmitter may be used as relay for session (1, 3) packets, but
performs no network coding operations.

A. No Cooperation

The no cooperation algorithm, referred to in the following
as Algorithm I, is very simple and requires no cooperation
between the Primary and Secondary users. Its operation is
described as follows:

Algorithm I
1) If Q1 is nonempty, node 1 (re)transmits the packet at

the head of Q1 until it is received by node 3.
2) If Q1 is empty, node 2 (re)transmits the head of Q2

packet until it is received by node 4.
It can be easily seen that the throughput region of this

algorithm is given by [1]

RI =

{
(r1, r2) ≥ 0 :

r1

1− ε13
+

r2

1− ε24
≤ 1

}
. (7)

B. Simple Forwarding

The algorithms presented in this and the following sections
are admissible when the channel from node 2 to node 3 is
“better” than the channel from node 1 to node 3. Specifically
we assume for the rest of this work that

ε13 ≥ ε23. (8)

While the algorithms to be presented are operational even
if condition (8) is not satisfied, they are not admissible
because they violate item 3 of Algorithm Design Requirements
presented in Section II.
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In [11], the following algorithm, referred in what follows
as Algorithm II, was presented:

Algorithm II
1) If Q1 is nonempty, node 1 (re)transmits the packet at

the head of Q1 until it is received by either node 2 or
node 3.

a) If the packet is received by node 2 and erased at
node 3, it is stored in a queue Q2,3̄ at node 2.

2) If Q1 is empty and Q2,3̄ nonempty, node 2 (re)transmits
the packet at the head of queue Q2,3̄ until it is received
by node 3.

3) If Q1 and Q2,3̄ are empty, node 2 (re)transmits the
packet at the head of queue Q2 until it is received by
node 4.

This algorithm is not admissible since it violates items
2 and 3 of Algorithm Design Requirements presented in
Section II. However, a slight modification makes this algorithm
admissible. Specifically, in the next algorithm, referred to as
Algorithm III, node 2 maintains a single-packet buffer B2

(used for storing the packet received by node 1) and the
following actions are taken:

Algorithm III
1) If Q1 is nonempty and B2 is empty, node 1 (re)transmits

the packet at the head of Q1 until it is received by either
node 2 or node 3.

a) If the packet is received by node 2 and erased at
node 3, it is stored in buffer B2 at node 2.

2) If B2 is nonempty, node 2 (re)transmits the single packet
in B2 until it is received by node 3.

3) If Q1 and B2 are empty, node 2 (re)transmits the packet
at the head of queue Q2 until it is received by node 4.

The main difference of Algorithm III from Algorithm II is
that if a session (1,3) packet is received by node 2 and erased
at node 3, then node 2 starts re-transmitting immediately
the packet instead of storing it in a buffer and transmitting
it when Q1 becomes empty. This modification makes the
algorithm admissible. Indeed, items 1, 2 of Algorithm Design
Requirements are obviously satisfied. Item 3 is also satisfied,
as stated in the next proposition.
Proposition 1. Algorithm III satisfies item 3 of Algorithm De-
sign Requirements, i.e, if Sncl (Scl ) are the service times of the
lth packet of session (1,3) when no cooperation (cooperation)
takes place, then Scl is stochastically smaller than Sncl .

Proof. The proof is given in Appendix A.

Since the only difference between Algorithms II and III
is the order in which packets are transmitted, the maximum
stable arrival rate of primary session (1,3) and the maximum
throughput of secondary session (2,4) packets are the same
under both algorithms and as shown in [11] they are given by
the formulas below:

0 ≤ r1 <

(
1− ε23

) (
1− ε123

)
1− ε23 + ε13 − ε123

= µIII
1 , (9)

0 ≤ r2 ≤
(

1− r1
1− ε23 + ε13 − ε123

(1− ε23) (1− ε123)

)(
1− ε24

)
. (10)

Hence the throughput region of Algorithm III is

RIII =

{
(r1, r2) ≥ 0 :

1− ε23 + ε13 − ε123

(1− ε23) (1− ε123)
r1 +

r2

1− ε24
≤ 1

}
.

(11)

IV. PROPOSED NETWORK CODING ALGORITHM

In this section we propose an admissible scheduling algo-
rithm that at appropriate times, depending on events occurring
during system operation, transmits network-coded packets.
The proposed algorithm is admissible and enhances the max-
imum throughput of secondary session (2,4), while leaving
the maximum throughput of primary session (1,3) achieved
by Algorithm III unaltered. For the operation of the proposed
algorithm, the following structures are maintained at the nodes.

Algorithm IV
1) Two single-packet buffers at node 2, denoted as2 B1

2,3̄4̄

and B1
2,3̄4, for storing certain packets of session (1,3)

transmitted by node 1 and received by node 2. Buffer
B1

2,3̄4̄ holds packets that are received by node 2 and
erased at 3, 4 . Buffer B1

2,3̄4 holds packets that are
received by nodes 2, 4 and erased at node 3. The
operation of the algorithm ensures that these buffers
hold at most one packet. Moreover, at most one of these
buffers may be nonempty at the beginning of each time
slot.

2) One infinite-size queue at node 2, denoted as Q2,34̄, for
storing packets of session (2,4) received by node 3 and
erased at node 4.

3) One single-packet buffer and node 4, denoted as B1
4,3̄,

for storing packets of session (1,3) erased at node 3
and received by node 4. The operation of the algorithm
ensures that if buffer B1

2,3̄4 contains one packet, this
packet is also stored in B1

4,3̄ at node 4.
4) One infinite-size queue at node 3, denoted as Q2

3,4̄, for
storing packets of session (2,4) erased at node 4 and
received by node 3. The operation of the algorithm
ensures that the contents of Q2

3,4̄ are the same as those
of Q2,34̄.

Next we present the details of the operation of the algorithm,
referred to as Algorithm IV. Depending on the status of a
transmitted packet at each of the nodes (reception or erasure)
various actions are taken by the nodes. Since each node sends
(ACK, NACK) feedback that is heard by the rest of them,
the nodes are able to perform the actions required by the
algorithm. In addition the state of Q1 (empty or nonempty)
can be obtained by node 2 by sensing the channel.
• If Q1, B

1
2,3̄4̄ , B1

2,3̄4 are all empty, i.e., QS1 is empty,
implying that there are no session (1,3) packets in the
network, node 2 (re)transmits the packet at the head of
Q2 until it is received by at least one of the nodes 3, 4. If
the packet is received by node 4, it is removed from Q2.
If the packet is received by node 3 and erased at node 4,

2For easy reference we use the following convention in the notation: storage
element Xi

j,kl̄
holds packets located at node j, that have been originated and

transmitted by node i, are received by node k and erased at node l. If the
superscript is missing, e.g., Xi,kl̄ then Xi,kl̄ holds packets that originated at
node i.
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it is removed from Q2 and placed in Q2,34̄; also, node 3
stores the packet in Q2

3,4̄. As will be explained shortly,
the packets stored in Q2,34̄ are candidates for network
coding and are used by node 2 to form network-coded
packets during the times that Q1 is nonempty.

• If queue Q1 is nonempty and buffers B1
2,3̄4̄ and B1

2,3̄4
are empty, which implies that no packet of session (1,3)
is stored at node 2, node 1 (re)transmits the packet at
the head of Q1 until it is received by at least one of the
nodes 2, 3, say at time t. During this process, if node 4
receives the transmitted packet, it stores it in buffer B1

4,3̄.
If at time t the transmitted packet is received by node 3,
the packet at node B1

4,3̄ (if any) is removed. If at time t
the packet is erased at node 3 and received by node 2,
the packet is placed in B1

2,3̄4̄ if B1
4,3̄ is empty (i.e., node

4 has not received the packet), and in B1
2,3̄4 otherwise;

in this case, the packet is removed form Q1 and node
2 starts the attempt to deliver the packet (stored in one
of the buffers B1

2,3̄4̄, B
1
2,3̄4 ) until it is received by node

3 as described next. Observe that at time t only one of
B1

2,3̄4̄ and B1
2,3̄4 can be nonempty. Moreover, if B1

2,3̄4 is
nonempty, B1

4,3̄ contains the same packet.
– If B1

2,3̄4̄ is nonempty (hence B1
2,3̄4 is empty), node 2

transmits the packet in B1
2,3̄4̄ until it is received by at

least one of the nodes 3, 4. At this time, the packet
is removed from B1

2,3̄4̄. Moreover, if the packet is
erased at node 3 and received by node 4, it is moved
to B1

2,3̄4 and it is also placed in B1
4,3̄. We see again

that at time t only one of B1
2,3̄4̄ and B1

2,3̄4can be
nonempty.

– If B1
2,3̄4 is nonempty (hence B1

2,3̄4̄ is empty and B1
4,3̄

is nonempty) then,
∗ if Q2,34̄ is empty (hence Q2

4,3̄ is also empty), node
2 transmits the packet in B1

2,3̄4 until it is received
by node 3, at which time the packet is removed
from B1

2,3̄4 and B1
4,3̄.

∗ if Q2,34̄ is nonempty (hence Q2
3,4̄ is nonempty

as well), then the opportunity for network coding
arises. Indeed, let q1 and q2 be the packets stored
in B1

2,3̄4 and Q2,34̄ respectively. Packet q1 is a
session (1,3) packet, unknown to node 3 and
received by node 4 (it is the packet stored in
B1

4,3̄). Packet q2 is a session (2,4) packet unknown
to node 4 and received by node 3 (it is the
packet stored in Q2

3,4̄). Hence node 2 sends packet
q = q1⊕q2, where ⊕ denotes XOR operation, and
if any node in {2, 4} receives q, that node can
decode the packet destined to it. For example, if
node 3 receives packet p, then q1 = p⊕ q2.

Algorithm IV is admissible. In fact, the order and service times
of session (1,3) packets are exactly the same as in Algorithm
III. The only difference is that at certain times during which
QS1 is nonempty, some of these packets are network-coded
with packets of session (2,4). This network coding operation
does not alter the time the packet is delivered to node 3, but
allows the increase of throughput for packets of session (2,4)
by allowing for the possibility of simultaneous reception of

packets by nodes 3, 4, using a single transmission by node 2.

A. Performance Analysis of Network Coding Algorithm

In this section we calculate the throughput region of Algo-
rithm IV. We first provide an outline of the analysis. For a
session (1,3) packet q, let tqs and tqr be respectively the time
when node 1 starts transmitting the packet and the time node
3 receives it - note that according to the algorithm the packet
may have been transmitted to node 3 by node 2. The “service
time” of the packet is then tqr − tqs. Due to the operation of
Algorithm IV and the statistical assumptions, all session (1,3)
packets have the same distribution of service time. We denote
by S̄IV

1 the expected value of the service time of a session
(1,3) packet achieved by applying Algorithm IV and provide a
method for calculating it. The queue QS1 , discussed in Section
II-A, consisting of all session (1,3) packets that are in the
system (at node 1 or node 2), may be viewed as a discrete
time queue with average packet service time S̄IV

1 . Based on
this observation the maximum packet arrival rate λ1 for which
queue QS1 is stable is given by

0 ≤ λ1 = r1 <
1

S̄IV
1

, µIV
1 . (12)

Next, given λ1, we calculate the throughput for session
(2,4) packets. For this, we observe that queue Q2,34̄ is of the
“generic type” discussed at the end of Section II-A, where
Tn is the time when the nth busy period of queue QS1 starts.
The throughput of packets entering this queue and, hence, are
to be delivered to node 4, can be determined through (5)-(6)
after calculating the parameters involved in these formulas.
The throughput of session (2,4) packets is then the sum of
the throughput of packets entering Q2,34̄ and the throughput
of packets delivered by node 2 directly to node 4 during the
times when queue QS1 is empty.

We now proceed with the detailed analysis. Since as men-
tioned in Section IV the service times of session (1,3) packets
(i.e., the service times of QS1 packets) under Algorithm IV are
the same as those induced by Algorithm III, we immediately
conclude from (9) that

µIV
1 = µIII

1 =

(
1− ε23

) (
1− ε123

)
1− ε23 + ε13 − ε123

. (13)

For the purposes of calculating the appropriate parameters of
Q2,34̄ needed in formula (44) we need to examine the service
times of session (1,3) packets under Algorithm IV in more
detail. From its operation it can be seen that the service time
of a packet under Algorithm IV is equal to the (random) length
of time needed for successive returns to state 1 of the Markov
Chain described in Figure 3. In this figure, the formulas next to
each arrow describe the transition probabilities of the Markov
Chain. To see this, assume that node 1 begins transmission of
a new packet from Q1, hence the Markov Chain is in state 1.
At this state:
• If the packet (sent from Q1) is erased at node 3,

and received by nodes 2, 4, an event with probability
ε13− ε123− ε134 + ε1234, then the packet is stored in buffers
B1

2,3̄4 and B1
4,3̄ and node 2 begins transmission of the
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Fig. 3. Markov chain describing service times of session (1,3) packets induced
by Algorithm IV.

packet in B1
2,3̄4 in the next slot (note that if queue Q2,34̄

is nonempty, the packet in B1
2,3̄4 is transmitted network-

coded with the head of line of packet of Q2,34̄) , i.e., the
chain moves to state 3. At this state:

– If upon transmission by node 2 the packet is received
by node 3, an event of probability 1− ε23, the service
time of the packet completes and we return to state
1.

– If upon transmission by node 2 the packet is erased
at node 3, an event with probability ε23, we remain
at state 3.

• If the packet (sent from Q1) is erased at nodes 3, 4 and
received by node 2, an event with probability ε134− ε1234,
then the packet is stored in buffer B1

2,3̄4̄ and node 2 begins
transmission of the packet in B1

2,3̄4̄ in the next slot, i.e.,
the chain moves to state 2. At this state:

– If upon transmission by node 2 the packet is received
is received by node 3, an event with probability 1−
ε23, the service time of the packet completes and we
return to state 1.

– If upon transmission by node 2 the packet is erased
at node 3 and received by node 4, an event with
probability ε23 − ε234, the packet is removed from the
buffer B1

2,3̄4̄ and stored in buffers B1
2,3̄4 and B1

4,3̄;
hence, the chain moves to state 3.

– If upon transmission by node 2 the packet is erased
at node 3 and 4, an event with probability ε234, the
chain remains at state 2.

Proceeding in a similar fashion we evaluate all the transition
probabilities of the Markov Chain.

Let πk be the steady-state probability that the Markov Chain
represented in Figure 3 is in state k ∈ {1, 2, 3, 4, 5}. Let V 3

Fig. 4. Busy and idle periods of the QS
1 queue.

be the number of visits to state 3 between two successive
visits to state 1. It is known [21, page 161 ] that the following
equalities hold.

µIV
1 = π1, (14)

E
[
V 3
]

=
π3

π1
. (15)

We now concentrate on queue Q2,34̄. This queue is of the
generic type discussed at the end of Section II-A. Specifically,
we identify Tn with the beginning of the n-th busy period of
queue QS1 , as depicted in Figure 4. Packets arrive to queue
Q2,34̄ during the idle periods of QS1 when node 2 transmits a
packet of session (2,4) that is erased at node 4 and received
by node 3 (an event with probability ε24− ε234). We denote the
number of these packets that arrive to queue Q2,34̄ during the
n-th idle period of queue QS1 , with A2

n (it should be noted
that the superscript refers to the session to which the packets
belong, while the subscript refers to the busy period of the QS1
queue). Hence,

E
[
A2
n

]
= E

[
A2

1

]
= Ī1

(
ε24 − ε234

)
. (16)

Opportunities to transmit packets from Q2,34̄ arise whenever
buffer B1

2,3̄4 is nonempty, i.e., the Markov chain in Figure
3 is in state 3. Let V 3

l,n be the number of times state 3 is
visited during the service time, Sl, of the lth packet of session
(1,3) in the n-th busy period of QS1 . The random variables
V 3
l,n, l = 1, 2, .. are i.i.d. and from the definition of the Markov

Chain in Figure 3 it follows that their mean is

E
[
V 3
l,n

]
= E

[
V 3
l,1

]
=
π3

π1
. (17)

Let NB,n be the number of session (1,3) packets served during
the n-th busy period of QS1 . It is known [21] that

B̄1 = S̄IV
1 E [NB,n] =

E [NB,1]

π1
, (18)

where the last equality follows from (12) and (14).
The number of slots available for transmission of session

(2,4) packets during the n-th busy period of QS1 is H2
n =∑NB,n

l=1 V 3
l,n. Using the fact that NB,n is a stopping time we

obtain from Wald’s equality [21], (17) and (18),

E
[
H2
n

]
= E

[
V 3

1,2

]
E [NB,2] = E

[
V 3
l,1

]
E [NB,1] = π3B̄1.

(19)
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The service time of the l-th packet of session (2,4) transmitted
whenever buffer B1

2,3̄4 is nonempty and denoted by S2
l , is

geometrically distributed with parameter 1− ε24, hence

E
[
S2
l

]
=

1

1− ε24
. (20)

Also, since Tn+1 − Tn is the sum of the lengths of the nth
busy and nth idle period of queue QS1 , we have from (2), (3)
and (14)

E [G1] = B̄1 + Ī1

=
λ1/π1

(1− λ1/π1) (1− q0)
+

1

(1− q0)

=
1

(1− λ1/π1) (1− q0)
. (21)

Using (16), (19), (20) and (21) above in formulas (5)-(6)
for the generic queue, after some algebra we obtain that the
throughput of packets in queue Q2,34̄, rbusy , is equal to

rbusy =


(
ε24 − ε234

) (
1− λ1

π1

)
, if ε24 − ε234 ≤

π3λ1
π1

(1−ε24)

1−λ1π1
π3

π1

(
1− ε24

)
λ1 if ε24 − ε234 >

π3λ1
π1

(1−ε24)

1−λ1π1
(22)

where the steady state probabilities π1, π3 can be calculated
using the transition probabilities of the Markov Chain in
Figure 3. In fact, from (13), (14) immediately have,

π1 =

(
1− ε23

) (
1− ε123

)
1− ε23 + ε13 − ε123

, (23)

while calculation using the transition probabilities shows that

π3 = 1−

(
1−ε1234
1−ε123

+
ε134−ε

1
234

1−ε234

)
(1− ε1234)

(
1− ε123

) (
1− ε23

)
(1 + ε13 − ε23 − ε123)

. (24)

The throughput of session (2,4) packets transmitted during
an idle period of queue QS1 , ridle, is easily calculated as

ridle =
Ī1
(
1− ε24

)
B̄1 + Ī1

= (1− λ1/π1)
(
1− ε24

)
. (25)

Since the throughput of session (2,4) packets is r2 = ridle +
rbusy, we conclude from (22), (23), (24) and (25) the following
proposition.
Proposition 2. The throughput region of Algorithm IV, RIV,
is the set of throughput pairs (r1, r2) satisfying the following
inequalities

1− ε23 + ε13 − ε123

(1− ε23) (1− ε123)
r1 +

r2

1− ε234

≤ 1, (26)(
ε134 − ε1234

(1− ε234) (1− ε1234)
+

1

1− ε123

)
r1 +

r2

1− ε24
≤ 1, (27)

ri ≥ 0, i ∈ {1, 2} .

In Figure 5 we show the general form of the throughput
regions of Algorithms I, III and IV. We see that when node 2
performs network coding, for the same arrival rate of session
(1,3) packets, the throughput of Secondary session (2, 4) is
increasing, adding in affect the area ABC to the throughput
region of the system. We note that this is achieved without

Fig. 5. The throughput regions of Algorithms I, III and IV.

adding any additional complexity to the Primary transmitter.
The Primary receiver has the additional complexity of storing
received session (2,4) packets and performing simple decoding
of network-coded packets; this seems an acceptable trade-off
for the primary session (1,3), since as is seen in Figure 5,
cooperation with the secondary session increases significantly
the stability region of session (1,3) (from OD to OC).

V. AN ALGORITHM WITH INCREASED THROUGHPUT
REGION

In this section we examine whether the throughput region
of the system can be increased further by employing more
sophisticated operations. The rationale is the following.

Consider the case where Primary transmitter (node 1) sends
a session (1,3) packet p1, and assume that this packet is
received only by Secondary transmitter (node 2). According
to Algorithms III and IV, node 2 will then act as relay for
packet p1. Note that for a given r1, the increase in r2 induced
by Algorithm IV as compared to r2 induced by Algorithm III,
occurs because, during the attempt by node 2 to send packet
p1, it happens that this packet has already been received by
node 4; so the possibility of network coding operation arises.
However, if ε134 < ε234, then it is more likely that packet p1

is received by either node 3 or node 4 if it is re-transmitted
by node 1. On the other hand, if the rate of session (1,3)
packets, r1 = λ1, is close to point C in Figure 5 this re-
transmission should be avoided since queue Q1 will become
unstable. Therefore, it seems that, in order to effect increase in
the throughput of session (2,4) while maintaining admissibility
of the algorithm, a compromise between the following two
cases must be made: a) node 2 acts immediately as a relay of
packet p1 and b) node 1 keeps re-transmitting p1 until received
by either node 3 or node 4.

To effect this compromise, we modify Algorithm IV as
follows. We introduce a parameter q, 0 ≤ q ≤ 1. When node
1 transmits a packet p1 that is seen only by node 2 (hence
now the packet is stored in buffer B1

2,3̄4̄ ) then p1 remains in
Q1 and is transmitted by node 1 with probability q and by
node 2 with probability 1− q. In both cases, if p1 is received
by node 3, then it is removed from Q1 and B1

2,3̄4̄; if on the
other hand it is erased at node 3 but received by node 4, then

This is the author's version of an article that has been published in this journal. Changes were made to this version by the publisher prior to publication.
The final version of record is available at  http://dx.doi.org/10.1109/TWC.2020.2980821

Copyright (c) 2020 IEEE. Personal use is permitted. For any other purposes, permission must be obtained from the IEEE by emailing pubs-permissions@ieee.org.Authorized licensed use limited to: Aristotle University of Thessaloniki. Downloaded on May 23,2020 at 07:51:39 UTC from IEEE Xplore.  Restrictions apply. 



1536-1276 (c) 2020 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TWC.2020.2980821, IEEE
Transactions on Wireless Communications

9

Fig. 6. The Markov chain describing service times of session (1,3) packets
induced by Algorithm V.

the packet is removed from Q1 and node 2 acts as relay for
p1 as in Algorithm IV. This algorithm is referred to in what
follows as Algorithm V.

The service times of session (1,3) packets under Algorithm
V may increase as compared to the service times of the
packets under Algorithm IV, but it can be shown by employing
arguments similar to those used in the proof of Proposition 1
that they remain stochastically smaller than the service times
of Algorithm I that involved no cooperation.

For given q, the performance analysis of Algorithm V is
similar to the performance analysis of Algorithm IV. The main
difference is that the Markov Chain describing the service
times of session (1,3) packets under Algorithm V is modified
according to the Figure 6. Let πi(q), 1 ≤ i ≤ 5, be the steady
state probabilities of this Markov chain when parameter q
is used. From algebraic calculations based on the transition
probabilities of the Markov chain, it can be seen that,

1

π1(q)
=

1 + ε13 − ε23 − ε123

(1− ε23) (1− ε123)
+ C1θ(q), (28)

1− π3(q)

π1(q)
=

ε134 − ε1234

(1− ε234) (1− ε1234)
+

1

1− ε123

−C2θ(q), (29)

where C1 =
ε13−ε

2
3

1−ε23
ε134−ε

1
234

1−ε1234
, C2 =

ε234−ε
1
34

1−ε234
ε134−ε

1
234

1−ε1234
and

θ (q) =
q

1− qε134 − (1− q) ε234

. (30)

We can now state the following proposition which is anal-
ogous to Proposition 2.

Proposition 3. The throughput region of Algorithm V, RV, is
the set of pairs (r1, r2) satisfying the following inequalities

(
1 + ε13 − ε23 − ε123

(1− ε23) (1− ε123)
+ C1θ(q)

)
r1 +

r2

1− ε234

≤ 1,

(31)(
ε134 − ε1234

(1− ε234) (1− ε1234)
+

1

1− ε123

− C2θ(q)

)
r1 +

r2

1− ε24
≤ 1,

(32)

0 ≤ q ≤ 1, ri ≥ 0, i = 1, 2.

The next proposition gives a non-parametric description of
the throughput region of Algorithm V and provides a method
for computing in closed form the appropriate parameter q for
given erasure probabilities and rates ri, i = 1, 2.
Proposition 4. The following hold.

1) If ε134 ≥ ε234 then RV = RIV.
2) If ε134 < ε234 thenRV = RIV∪R0 whereR0 is the set of

rate pairs (r1, r2) satisfying the following inequalities.(
1 + ε13 − ε23 − ε123

(1− ε23) (1− ε123)
+ C1θ (q∗)

)
r1 +

r2

1− ε234

≤ 1,

(33)(
ε134 − ε1234

(1− ε234) (1− ε1234)
+

1

1− ε123

)
r1 +

r2

1− ε24
> 1,

(34)

(
ε134 − ε1234(

1− ε234

) (
1− ε1234

) +
1

1− ε123

−
C2

1− ε134

)
r1 +

r2

1− ε24
≤ 1,

(35)
ri ≥ 0,

where

r1θ (q∗) =

(
ε134−ε

1
234

(1−ε234)(1−ε1234)
+ 1

1−ε123

)
r1 + r2

1−ε24
− 1

C2
.

(36)
Proof: The proof can be found in Appendix C.

According to Proposition 4, when ε134 ≥ ε234 the throughput
regions of Algorithms IV and V coincide, hence there is
no benefit in employing Algorithm V. When ε134 < ε234, the
throughput region of Algorithm V is strictly larger than the
throughput region of Algorithm IV. In this case, it follows
from Proposition 4 that RV is the region of non-negative
ri, i = 1, 2 that satisfy inequalities (26), (35) and (33)
where r1θ(q

∗) is replaced by the right hand side of equality
(36). Based on these inequalities, the parameter q∗ needed by
Algorithm V to operate, can be determined as follows:

1) For a given r1 > 0, we find r2a , r2b, r2c as solutions of
(26), (35) and (33) respectively, where inequalities are
replaced with equalities.

2) The throughput of session (2,4) packets, r2 is then, r2 =
min{ra, rb, rc}.

3) Parameter θ(q∗) is determined as solution to equation
(36).

4) Parameter q∗ is determined using (30).
In Figure 7 we show the general form of the throughput
regions of Algorithms IV and V. The throughput regions of
Algorithms IV and V are the areas OABC and OADBC respec-
tively. Furhtermore, the region R0 is the triangle ADB. The
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Fig. 7. The General Form of throughput Regions of Algorithms IV and V,
when ε134 < ε234.

lines AD, DB, BC represent (26), (35) and (33) respectively,
where inequalities are replaced with equalities. Points on line
AD are achieved using q∗ = 1 , points on DB (not including
points D, B) using 0 < q∗ < 1, and points on BC using
q∗ = 0.

Algorithm V has strictly larger throughput region than
Algorithm IV when ε134 < ε234. However, as discussed above,
Algorithm V needs parameter q∗ to operate, which depends
crucially on erasure probabilities and the arrival rate of session
(1,3) packets. Hence in practice Algorithm IV may be prefer-
able. However, Algorithm V has theoretical interest since it
shows intricacies that arise even in simple cooperative systems.

VI. NUMERICAL AND SIMULATION RESULTS

In this section we present numerical and Monte-Carlo sim-
ulation results that illustrate the performance of the proposed
algorithms and validate the presented analysis. Specifically,
assuming that ε13 = 0.8, ε12 = ε23 = ε24 = 0.2, ε14 = 0.3
and that all erasure events are independent, we investigate the
proposed transmission algorithms in terms of throughput and
average packet delays for both primary and secondary users’
packets.

In Figure 8 we plot the throughput regions of algorithms
I, III, IV and V, i.e., RI, RIII, RIV and RV, respectively.
It is seen that the throughput regions RIV and RV coincide;
this was expected, since for the selected erasure probability
values it holds ε134 > ε234 and according to Proposition 4,
RIV = RV in this case. Furthermore, the comparison between
the algorithms illustrates that algorithms IV and V clearly
provide the largest throughput region; the extra region ABC
is added to the throughput region achieved by algorithm III.
This is done by performing network coding actions at the Sec-
ondary transmitter, without adding any extra complexity to the
Primary transmitter. In this example, the merits of cooperation
for the Primary user are clearly illustrated; Algorithms III, IV
and V improve the maximum throughput rate r1 of Primary
user from 0.2 to 0.45.

The performance of the presented transmission protocols in
terms of average packet delays for Primary and Secondary
users is shown in Figures 9 and 10. In the simulation setup,
we consider that both queues Q1 and Q2 are initially empty,
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and assume that the arrivals in slot t are Bernoulli random
variables with rates λ1 and λ2 respectively. Figure 9 illustrates
the packet delays of Primary user when Algorithms I, III, IV
and V are employed, measured in time slots. It is seen from the
Figure 9 that cooperation significantly improves the average
packet delay of Primary user. Moreover, when comparing
Algorithm III with IV and V, it is shown that the performance
of these transmission protocols is identical. However, the same
does not happen when comparing the performance of these
algorithms in terms of Secondary user’s average packet delay;
this is shown in Figure 10 where λ1 = 0.17 is assumed. In this
case, significant improvements in Secondary’s packet delays
by Algorithms IV and V are observed, especially for the values
of λ2 larger than 0.35. Furthermore, it can be observed from
this figure that Q2 is stable up to λ2 ≈ 0.6 (the average packet
delay for λ2 = 0.6 is 106 slots), which basically coincides
with the value of r2, when r1 = 0.17 as shown by point B in
Figure 8-numerically for λ1 = 0.17 the maximum value of r2

is 0.60952. As expected, the same behaviour is observed for
all values of λ1 that we tested.

Finally, the performance of Algorithm V was numerically
investigated. Specifically, after an exhaustive numerical search
over all possible values of erasure probabilities, ranging from
0.1 to 0.9, and assuming independent erasure events, it was
found that the maximum relative difference between the
throughput regions achieved by Algorithms V and IV (point D
of Figure 7) was equal to 18.05% (when ε13 = 0.75, ε12 = 0.1,
ε23 = 0.7, ε24 = 0.9, ε14 = 0.6). In addition, it was observed that
a throughput region increase larger than 10% was observed for
0.3% of the different sets of erasure probabilities examined.
Next we examined the case where erasure events for trans-
missions from the Primary and the Secondary transmitters to
the two receivers are correlated. In this case, the maximum
relative difference was found to be equal to 36,1% (when
ε13 = 0.75, ε12 = 0.1, ε23 = 0.7, ε123 = 0.075, ε134 = 0.55,
ε1234 = 0.055, ε24 = 0.9, ε234 = 0.7, ε14 = 0.55), while
throughput increase larger than 10% was observed for 9%
of the different sets of erasure probabilities examined. These
results imply that Algorithm IV can be considered as a reliable
and more practical alternative to Algorithm V, since it does
not require any knowledge of both the erasure probabilities
of the channel and the arrival rate of packets at the Primary
transmitter. However, as already mentioned, Algorithm V has
important theoretical interest since its performance shows that
for certain values of erasure probabilities there is room for
further improvement in the system’s throughput when more
sophisticated operations take place.

VII. CONCLUSIONS

We proposed two algorithms for Primary-Secondary user
cooperation in Cognitive Networks using network coding
techniques. We analyzed the performance of the proposed
algorithms. The results show that when compared to the
case where the Secondary transmitter acts as a relay without
performing network coding, significant improvement of the
throughput of the secondary channel may occur. The first
algorithm imposes no extra implementation requirements to

the Primary transmitter apart from listening to the feedback
sent by the Secondary transmitter. The Primary receiver has
the additional requirement that it stores received packets
intended for the Secondary receiver and it performs decoding
of network-coded packets. In return though, the stability region
and the service times of all Primary packets are significantly
improved. A notable feature of this algorithm is that no
knowledge of packet arrival rates to Primary transmitter and
channel statistics is required. We next examined the possibility
of increasing the throughput region of the system by more
sophisticated techniques. We presented a second algorithm
which is a generalization of the first and showed that this
increase is possible in certain cases. However, in this case,
knowledge of channel erasure probabilities, as well as the
arrival rate of Primary transmitter packets are crucial for the
algorithm to operate correctly.

An important issue that arises is to examine whether the
throughput of the Secondary channel can be increased further
by more sophisticated operations. In our recent work [18], we
showed that the throughput region of the suggested algorithms
coincides with the capacity region of the system for a large
range of system parameters, and most of it for the rest of
system parameters.

APPENDIX A
PROOF OF PROPOSITION 1

The proof of stochastic dominance can be done by explicitly
calculating the relevant probabilities and then showing the
required inequality. We can avoid cumbersome calculations,
however, by resorting to a technique commonly used in this
type of proofs. Specifically, let Sncl , Scl , l = 1, 2, ... be
the service times of packet l transmitted by node 1 under
Algorithms I and III respectively (these service times are
i.i.d. under both algorithms). To show stochastic dominance,
we construct on the same probability space two random
variables Ŝnc and Ŝc with the following properties: 1) It
holds Ŝc ≤ Ŝnc, 2) Ŝc and Scl have the same distribution,
3) Ŝnc and Sncl have the same distribution. The fact that Sck
is stochastically smaller than Snck follows then immediately
from the inequality Ŝc ≤ Ŝnc.

We now proceed with the construction of Ŝnc and
Ŝc. Consider on the same probability space a sequence(
Ẑ1

2 (t), Ẑ1
3 (t)

)
, t = 0, 1, ... of i.i.d pairs of random variables

(for given t the pair Ẑ1
2 (t), Ẑ1

3 (t) may be dependent), and
a sequence θ(t), t = 0, 1, ... of i.i.d. random variables,
independent of

(
Ẑ1

2 (t), Ẑ1
3 (t)

)
, t = 0, 1, .... All random

variables take values either 0 or 1, with probabilities,

Pr
(
Ẑ1

3 (t) = 0
)

= ε13, Pr
(
Ẑ1

2 (t) = Ẑ1
3 (t) = 0

)
= ε123,

Pr (θ(t) = 0) =
ε23
ε13
, t = 1, 2, ...

Note that Pr (θ(t) = 0) is indeed a probability because of (8).
Let also

Ĵ(t) =

{
θ(t) if Ẑ1

3 (t) = 0

Ẑ1
3 (t) if Ẑ1

3 (t) = 1.
(37)
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From (37) we see that Ĵ(t) takes values 0 or 1 and Ĵ(t) ≥
Ẑ1

3 (t), t = 0, 1, 2.... Moreover, Ĵ(t), t = 1., 2, ... are i.i.d,
Ĵ(t) is independent of Ẑ1

3 (τ), Ẑ2
3 (τ), τ 6= t, and

Pr
(
Ĵ(t) = 0

)
= Pr

(
θ(t) = 0, Ẑ1

3 (t) = 0
)

= Pr (θ(t) = 0) ε13

= ε23. (38)

That is, the random variables Ĵ(t), t = 0, 1, ... are identi-
cally distributed to the random variables Z2

3 (t), t = 0, 1, ...
denoting erasure events defined in Section II.

Let T̂23 be the stopping time denoting the first time at least
one of the random variables Ẑ1

2 (t), Ẑ1
3 (t) takes the value 1,

i.e.,

T̂23 = min
t≥0
{Ẑ1

2 (τ) = Ẑ1
3 (τ) = 0, τ = 0, .., t− 1,

Ẑ1
2 (t) + Ẑ1

3 (t) > 0}. (39)

Let Ŝnc ≥ T̂23 be the first time that the random variable
Ẑ1

3 (t) takes the value 1, and define Ŝc as follows. If at time
T̂23 it holds Ẑ1

3 (T̂23) = 1 then Ŝc = T̂23. Else Ŝc is the first
time, T̂ , after T̂23 that the random variable Ĵ(t) becomes 1.
Therefore it holds,

Ŝc = T̂23 + 1{Ẑ1
3 (T̂23)=0}(T̂ − T̂23), (40)

where 1A is the indicator function of event A. Notice that the
interval T̂ − T̂23 depends only on Ĵ(T̂23 + t), t ≥ 1 and these
variables are independent of T̂23, since T̂23 is a stopping time
for the sequence

(
Ẑ1

3 (t), Ẑ2
3 (t)

)
. Note also that we can write

Ŝnc = T̂23 + 1{Ẑ1
3 (T̂23)=0}(Ŝ

nc − T̂23), (41)

where interval Ŝnc− T̂23 depends only on Ẑ1
3 (T̂23 + t), t ≥ 1

From (40), (41) and since Ĵ(t) ≥ Ẑ1
3 (t), m = 1, 2...., it

follows that, Ŝc ≤ Ŝnc.
We now examine the service times of Algorithms I and III.

For simplicity we omit the packet index l from Sncl and Scl .
According to Algorithm 1, Snc is the first time Z1

3 (t) takes the
value one, where Zij(t) are the random variables expressing
erasure events defined in Section II. Since the random variables
Z1

3 (t) and Ẑ1
3 (t), t = 1, 2, ... are identically distributed, it

follows that Snc and Ŝnc have the same distribution.
Let T23 be the first time at least one of the random

variables Z1
2 (t), Z1

3 (t) takes the value 1. From the operation
of Algorithm 3 it follows that if Z1

3 (T23) = 1 (the transmitted
packet is received by node 3 at time T23) then Sc = T23.
Else (the transmitted packet is received by node 2 and erased
at node 3) Sc is the first time, T , after T23 that the random
variable Z2

3 (t) becomes 1. From the definitions it holds,

Sc = T23 + 1{Z1
3 (T23)=0}(T − T23), (42)

where interval Snc − T23 depends only on the variables
Z2

3 (T23 + t), t ≥ 1.
According to (38), and the definitions, the set of random

variables T̂23, , Ĵ(T̂23 + t), t ≥ 1 are identically distributed
to the set T23, Z2

3 (T23 + t), t ≥ 1. It then follows from (40)
and (42) that Snc and Ŝnc have the same distribution.

APPENDIX B
RANDOM PACKET ARRIVALS AT THE SECONDARY

TRANSMITTER

To simplify the analysis in this paper, we assumed that
queue Q2 at the secondary transmitter contains an infinite
number of packets. Assume now that packets arrive at Q2

according to an i.i.d. random process with rate λ2 . In this
case we can still apply the algorithms IV and V presented in
this paper with the following addition.

Added instruction to algorithms IV and V
If at some time t, QS1 and Q2 are both empty, then
a packet from Q2,34̄ (if the queue is nonempty) is
transmitted uncoded.

We are interested in determining the stability region of
the system, i.e., the closure of the set of packet arrival rates
(λ1, λ2) for which queues (QS1 , Q2, Q2,34̄) are stable under
a given algorithm. It turns out that with the above mentioned
modification, the stability region of an algorithm is the same as
its corresponding throughput region. A detailed proof of this
fact is based on regenerative theory [21]. To avoid lengthy but
mostly standard arguments, we provide an outline of the proof
below for the case of Algorithm IV.

According to Proposition 2, and using (23) and (24), we
need to show that the queues (QS1 , Q2, Q2,34̄) are stable if
and only if (λ1, λ2) where λi ≥ 0 for i ∈ {1, 2}, satisfy the
inequalities

1

π1
λ1 +

1

1− ε234

λ2 < 1, (43)

1− π3

π1
λ1 +

1

1− ε24
λ2 < 1. (44)

Assume that (λ1, λ2) satisfy the inequalities above. Inequal-
ity (43) implies that necessarily, λ1 < π1 = µIV

1 , i.e., the
arrival rate at QS1 is less than the departure rate, hence QS1 is
stable.

Consider next Q2. A packet is transmitted from (nonempty)
Q2 when QS1 is empty, and until at least one of nodes 3,
4 receives the packet, an event with probability 1 − ε234.
Since QS1 is stable, the probability that this queue is empty
is equal to 1 − λ1/µ

IV
1 = 1 − λ1/π1. Hence the packet

service rate of Q2 is
(
1− ε234

)
(1− λ1/π1) . By (43), we

have λ2 <
(
1− ε234

) (
1− λ1

π1

)
, hence Q2 is stable and we

conclude that for this queue the departure rate is equal to the
arrival rate, i.e., r2 = λ2.

Consider now Q2,34̄. Packets transmitted by Q2 arrive at
Q2,34̄, when they are received by node 3 and erased at node
4, an event with probability (ε24 − ε234)/(1− ε234) - see Figure
11. Hence, the arrival rate at Q2,34̄ is,

λ2,34̄ =
ε24 − ε234

1− ε234

r2 =
ε24 − ε234

1− ε234

λ2. (45)

Packets are served from Q2,34̄ either during the times when
QS1 is nonempty (in which case the packets are sent encoded)
or during times when QS1 and Q2 are both empty (in which
case, according to the instruction added above, the packets are
sent uncoded). We evaluate the service rates of the packets in
these two cases.
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Fig. 11. Arrival and departure rates of Q2 and Q2,34̄.

Case 1: QS1 > 0. When QS1 is nonempty the average
number of transmission opportunities from Q2,34̄ during the
transmission time of session (1,3) packets is π3/π1 (see (15));
since a transmission from Q2,34̄ is successful with probabil-
ity 1 − ε24, the average number of successful transmissions
from Q2,34̄ per transmission of a session (1,3) packet is
(1 − ε4)π3/π1. Taking into account that QS1 is stable, we
conclude that the proportion of time packets from Q2,34̄ can
be transmitted successfully (service rate of packets) is,

(1− ε4)
π3

π1

E[NB,1]

B̄1 + Ī1
= (1− ε4)

π3

π1
λ1. (46)

where the last equality follows from (2), (3) and (18).
Case 2: QS1 = 0 and Q2 = 0. The proportion of time that

(the stable) QS1 is empty is 1 − λ1

π1
. Since Q2 is stable and

its transmission rate is 1− ε234, the proportion of time during
which packets from Q2 are transmitted is λ2

1−ε234
. Since these

packets are transmitted when QS1 is empty, the proportion of
time left for transmission of packets from Q2,34̄ during times
that QS1 is empty, is 1 − λ1

π1
− λ2

1−ε234
(see Figure11) and the

rate of successful reception of Q2,34̄ packets by node 4 is(
1− ε24

)(
1− λ1

π1
− λ2

1− ε234

)
. (47)

Rearranging terms in (44) we conclude that,

ε24 − ε234

1− ε234

λ2 <
(
1− ε24

)(
1− λ1

π1
− λ2

1− ε234

)
+

(
1− ε24

)
π3

π1
λ1.

(48)
From (45), (46), (47) and (48) we conclude that the arrival
rate at Q2,34̄ is smaller than its service rate (see Figure 11),
hence this queue is also stable.

Conversely, if one of the inequalities (43), (44) is reversed,
it can be shown that at least one of the queues QS1 , Q2, Q2,34̄,
is unstable.

APPENDIX C
PROOF OF PROPOSITION 4

Setting q = 0 we see that inequalities (31), (32) imply (26),
(27), hence we always have, RIV ⊆ RV. Let (r1, r2) ∈ RIV.
Observe that since ε13 ≥ ε23, we have C1 ≥ 0, hence (26)
implies (31). Assume now that ε134 ≥ ε234. Then we have
C2 ≤ 0, hence (27) implies (32), i.e., RV ⊆ RIV, and we
conclude RV = RIV. Next, assume that ε134 < ε234, and let
(r1, r2) ∈ RV \ RIV. Since as mentioned above (26) implies
(31), inequality (34) must necessarily hold. Observe also that
since 0 ≤ q ≤ 1, and ε134 < ε234, it holds 0 ≤ θ(q) ≤ 1

1−ε134
,

hence inequality (35) holds. Now, since (r1, r2) ∈ RV

inequality (32) must be satisfied for some q. Notice that since
(34) holds, we must have q > 0. If this inequality is strict, we
can reduce q, without altering inequality (31) (since as can be
easily seen θ(q) is an increasing function of q). Hence we may
select q∗ so that (32) is satisfied with equality, which implies
that (36) holds.
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